
How We Use Wikipedia:
Studying Readers’ Behavior with Navigation Traces

Tiziano Piccardi

THIS IS A TEMPORARY TITLE PAGE
It will be replaced for the final print by a version

provided by the service academique.

Acceptée sur proposition du jury:

Prof Karl Aberer, président du jury
Prof Robert West, directeur de thèse
Prof Tanja Käser, rapporteur
Prof Markus Strohmaier, rapporteur
Prof Ryen W. White, rapporteur

Lausanne, EPFL, 2022





Abstract

In the information age, the Web and the growing global connectivity drastically simplified

our access to information. Learning and fact-checking from online resources is nowadays part

of our daily routine. Studying the dynamic associated with online content consumption is

critical to understanding human behavior and informing future platforms’ design.

In this thesis, we provide a comprehensive overview of online knowledge-seeking, a specific

instance of information-seeking, by describing the behavioral pattern of Wikipedia readers.

Despite the importance and pervasiveness of Wikipedia as one of the largest platforms for

open knowledge, surprisingly little is known about how people navigate and interact with its

content.

This thesis is organized around two major contributions. We start with a large-scale character-

ization of the navigation patterns on Wikipedia in English, and then we introduce the tools we

developed to conduct our analyses.

In the first part, we shed light on the navigation patterns with three large-scale studies based

on passively collected digital traces. Using billions of requests collected in Wikipedia’s logs,

we measure how readers reach articles, transition between pages, and leave the platform. We

provide a complete overview of the readers’ behavior by characterizing the frequent navigation

dynamics and the level of engagement with different types of external links on the page. Then,

given the observed role of Wikipedia as a gateway to the Web, we quantify the hypothetical

economic value of the traffic received by external websites.

In the second part, we present the tools that we developed to make our analysis possible and

support future work in this field. First, we introduce WikiPDA, a cross-lingual topic modeling

method able to generate a shared topics space for all editions of Wikipedia. Then, we present

WikiHist.html, an effort to make publicly available the full Wikipedia history in HTML format.

We conclude by discussing the implications of our findings and presenting future research

opportunities enabled by our contributions.
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1 Introduction

1.1 Motivation

Evolution has optimized humans for knowledge-seeking, and humans have in turn optimized

the world around them to facilitate access to knowledge. Many of the most consequential

evolutionary, cultural, and technological advances in humans have enhanced their ability to

�nd, ingest, process, and transfer knowledge. From the development of language and writing

systems to modern telecommunication, humans are constantly pushing the boundaries of

knowledge sharing.

In our history, as part of this constant effort of sharing knowledge, encyclopedias have played

a crucial role. Since antiquity, humans have developed ways to keep track and share what

we know about the world. From the ancient Pliny's Naturalis Historia that served as an

editorial model to the development of the modern concept of encyclopedia in the France of

the enlightenment, this effort served the same ideal. In the 18th century, the philosopher

Denis Diderot de�ned encyclopedias as a way to disseminate knowledge to people that live

with us and will come after us, in a virtuous cycle "so that the work of preceding centuries will

not become useless to the centuries to come"[42].

Fast-forward to the last century, with tremendous technological progress, the way we think

about accessing knowledge changed drastically. In 1945, Vannevar Bush [23] sketched his

vision of an information management device —the Memex— that would allow users to retrieve

information quickly and enhance their memory by interlinking documents following the

associations in the human brain. In the last decades, digitalization brought us close to his

visionary idea. From the availability of expert-curated encyclopedias on memory support

like CD-ROMs such as Microsoft Encarta to the development of online crowdsourced Web

encyclopedias like Wikipedia, our access to knowledge became ubiquitous and effortless.

Given the central importance of knowledge seeking to human nature —epitomized by the

view of humans as informavores [115]—, understanding how humans seek information and

engage with knowledge is of key signi�cance across disciplines, both in the basic and applied
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Chapter 1 Introduction

sciences. In the basic sciences, biologists, psychologists, anthropologists, among others, stand

to gain fundamental insights into how humans function, whereas in the applied sciences, such

insights can enable the design of more effective tools and information environments, such

that humans can more readily �nd relevant knowledge in an ever-surging �ood of information.

In recent years, with the increase of computer literacy and access to the Internet worldwide,

the Web has become a common destination to �nd the information we need. Still, despite the

extent of this behavior, little is known about humans' strategies when looking for knowledge

online. This gap in our understanding naturally begs the question: How do people seek

knowledge online?

To address this fundamental question, Wikipedia plays a crucial role. Besides simplifying and

democratizing access to knowledge, Wikipedia represents the ideal candidate to investigate

human behavior around knowledge. Online knowledge-seeking is a complex process that

involves search engines, browser history, and bookmarks, and it may refer to a variety of

different information needs. This thesis focuses on encyclopedic knowledge-seeking , which

represents an important special case of human knowledge-seeking. Thanks to a rich network

of concepts that people can navigate and interact with, researchers can �nally collect data that

gives us an unprecedented view of human behavior around encyclopedic content. The diverse

set of elements that Wikipedia articles contain, such as links, references, and infoboxes, can

help researchers unveil all the facets of the readers' information needs.

A crucial aspect that supports our effort in modeling knowledge consumption in the wild is

that Wikipedia is accessed daily by millions of people worldwide. These visits leave a digital

trace in the usage logs. After the proper anonymization, the traces can be used to obtain a

comprehensive behavioral overview. By analyzing these digital �ngerprints available in the

logs, we can access a level of detail not possible before. For example, in contrast to in-lab

studies, using the logs allow us to study how users navigate the content in a realistic setup

by accessing a rich set of geographical and temporal properties without altering the readers'

experience. In our novel work, we systematically analyze the encyclopedic knowledge-seeking

patterns by leveraging large-scale datasets collected from English Wikipedia's logs. We studied

digital traces both from the server and the client-side, which offer novel insights on human

interactions with knowledge.

Since these logs are passively collected, they are uniquely suited for providing a complete

mirror of real-world, self-motivated encyclopedic knowledge seeking. In addition, they offer

a way to link requests of the same readers, allowing us to combine multiple pageloads into

sessions and study how the navigation evolves within a session. Ultimately, given the large-

scale volume of this data, which includes the activities of millions of readers, we can model the

user behavior at a population scale and measure subtle behavioral patterns and small-sized

effects, which would not be detectable via traditional methods [161]. Chapter 2 put our work

and additional advantages of this data in the wider context of previous research. Relying

on large-scale passively sensed user traces may have its downsides compared to traditional
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methods. We consider and discuss the advances and disadvantages in the light of our �ndings

in Chapter 8.

This thesis aims to advance our comprehension of the dynamics associated with online

knowledge consumption with profound implications for Wikipedia and the web experience

beyond Wikipedia. In practice, complementary to previous work focused on the motivations to

visit Wikipedia [108, 171], this thesis aims to elucidate the mechanism of content consumption.

In other words, differently from previous research focused on “why” people use Wikipedia

[108, 171], we expand the understanding of knowledge-seeking patterns by focusing on the

question of “how”.

Describing the mechanics of how we access online content has a signi�cant impact on the

work of different players. Researchers interested in modeling online human behavior can

bene�t greatly from knowing how Web users behave in the wild to develop novel models

about information consumption. At the same time, platform designers aware of the common

patterns used to navigate content can envision new ways to improve the experience on

the platform and implement a work�ow more aligned with the readers' information needs.

Additionally, the entire Wikipedia platform can bene�t from a deeper understanding of the

readers' behavior. Wikipedia is a dynamic system where readers, editors, and content are

intimately connected in a self-reinforcement loop [52]. Improving the readers' experiences

and increasing content consumption leads to more community involvement. The editors of

Wikipedia, conscious of the type of content that readers need, can make informed decisions

and adapt the priority of the articles and the portion of the pages that need improvements. In

turn, better and more comprehensive content cause to increase the consumption thanks to

more readers �nding what they need on Wikipedia.

Furthermore, this thesis touches also upon the broader value of Wikipedia. Wikipedia is an

integral part of the Web ecosystem, and this thesis offers the �rst evaluation of its economic

value as a gateway to the broader Web. By estimating the value in monetary terms of the

traf�c relaid by Wikipedia to external websites, we add a critical piece of evidence to the

often-underestimated discussion about the importance of Wikipedia for the Web.

Lastly, the content of this thesis offers additional contributions to Wikipedia research, such

as methodological advances bene�cial to the effort in modeling Wikipedia. The �nal part of

this thesis describes WikiPDA, a cross-lingual topic model, and WikiHist.html, a dataset with

the full revision history in HTML that we developed to support our work and then publicly

released to foster further research.

In summary, our work offers a large-scale quantitative overview of how we consume online

knowledge relying on passively sensed digital user traces. This work also empowers researchers

with tools they can use to understand our habits and envision how to improve our Web

experience. Below, concrete scienti�c contributions are outlined.
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1.2 Summary of contributions

This thesis is focused on two major contributions. The �rst part provides a complete overview

of the navigation patterns, the interactions with the references, and external links. We aim to

offer a comprehensive view of the natural readers' behavior on Wikipedia by focusing on three

stages of their interaction: reaching the content, navigating it, and leaving the platform. We

characterize the features associated with users' interest and the volume of traf�c incoming

and outgoing from Wikipedia—both in terms of page loads and estimated economic value.

Second, this thesis introduces two contributions that we developed to support these studies

and that we release to the community: a cross-lingual topic model and a large-scale dataset

with the entire Wikipedia history in HTML format.

Figure 1.1: Thesis outline

The document structure is as follows. Chapter 2 provides an overview of the related work by

putting our contributions in context. Then, Chapter 3 describes a large-scale analysis based on

server logs focused on how readers reach Wikipedia and navigate its content. Chapter 4 and 5

describe how readers leave Wikipedia by characterizing how users engage with citations and

external links in the articles. Finally, Chapters 6 and 7 introduce WikiPDA and WikiHist.html,

two tools that we developed to support our work. Fig. 1.1 summarises the outline of this thesis

with the original publication that served as the basis for each chapter.

4



Introduction Chapter 1

1.2.1 How Readers Browse Wikipedia (Chapter 3)

Adapted from

A Large-Scale Characterization of How Readers Browse Wikipedia
Tiziano Piccardi, Martin Gerlach, Akhil Arora, Robert West.
arXiv preprint arXiv:2112.11848 (2021)

To understand how people navigate content on Wikipedia when seeking information, we

characterize the consumption patterns with a large-scale quantitative study. Using billions

of page requests from Wikipedia's server logs, we measure how readers reach articles, move

between articles, and combine these patterns into more complex navigation paths. We or-

ganize this study in three steps. First, we investigate the individual requests to observe how

articles are reached from internal or external resources. Then, we aggregate the requests of the

same reader sorted by timestamp and describe the common consumption patterns. Finally,

we introduce two approaches to aggregate the navigation sessions as trees using the HTTP

referrer, and as sequences using temporal proximity. We characterize the behavior based on

both methods and list their advantages and disadvantages.

The key �ndings can be summarised as follows:

1. Search engines are the navigation hubs. The most common way to access Wikipedia is

through a search engine. Additionally, we found evidence that they play an important

role in the navigation within Wikipedia. Even when the link to the desired page is in

the current article, often readers tend to transition to the next content by using external

searches.

2. Revisiting patterns are frequent. As observed in previous studies on Web consumption,

readers tend to access the same content frequently. When a reader loads a new article

on Wikipedia, in 11% of the cases, it is the same as the previous one.

3. Time and device are associated with different behavior. The broad coverage of Wikipedia

allows it to ful�ll different information needs. Articles associated with entertainment

receive more attention during the evening and night, while articles about STEM are

loaded more frequently during the day. At the same time, the volume of traf�c from

mobile is more than double compared to desktop devices during the evening.

4. Sessions are short.Most of the sessions (68–78% depending on the aggregation method)

are composed of a single pageload.

5. Different topics have different navigation patterns. The topic of the �rst page is a predic-

tor of the properties of the navigation session. Readers who reach Wikipedia to read an

article about entertainment load more pages compared to starting from STEM content.

6. Navigation has a higher chance to terminate in low-quality articles. The last pages

of internal navigation generated by a sequence of clicks tend to be of lower quality

than the average. This �nding suggests that poor quality content is associated with the

abandonment of the current exploration path.
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1.2.2 How Readers Engage with Citations on Wikipedia (Chapter 4)

Adapted from

Quantifying Engagement with Citations on Wikipedia.
Tiziano Piccardi, Miriam Redi, Giovanni Colavizza, Robert West.
Proc. of The World Wide Web Conference (WWW) 2020

As an encyclopedia, Wikipedia is not a source of original information but was conceived as a

gateway to secondary sources. According to Wikipedia's guidelines, facts must be backed up

by reliable sources that re�ect the full spectrum of views on the topic. Although citations lie at

the very heart of Wikipedia, little is known about how users interact with them.

To close this gap, we built client-side instrumentation for logging all interactions with links

leading from English Wikipedia articles to cited references during one month and conducted

the �rst analysis of readers' interaction with citations on Wikipedia. We use matched observa-

tional studies of the factors associated with reference clicking to identify the causal relation

between features of the article and level of engagement.

The key �ndings can be summarised as follows:

1. Engagement on citation is low. About one in 340 page views results in a reference click

(0.29% overall; 0.56% on desktop; 0.13% on mobile).

2. Readers engage more with references in low-quality articles. Clicks occur more frequently

on shorter pages and pages of lower quality, suggesting that references are consulted

more commonly when Wikipedia itself does not contain the information sought by the

user.

3. Page popularity is associated with less engagement.Overall, the popularity of an article

is associated with less engagement, suggesting that different types of readership for

popular content.

4. Different topics have different levels of engagement. Referenced content about recent

events, people's lives, and offering open access receive more clicks. Readers show more

interest in links containing a recent date in the description or containing words such as

"married", "wife", "dies", "pdf", and "free".
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1.2.3 On the Value as a Gateway to the Web (Chapter 5)

Adapted from

On the Value of Wikipedia as a Gateway to the Web
Tiziano Piccardi, Miriam Redi, Giovanni Colavizza, Robert West.
Proc. of The World Wide Web Conference (WWW) 2021

By linking to external websites, Wikipedia can act as a gateway to the broader Web. To

understand its role in the larger picture of Web navigation, we perform a detailed analysis of

usage logs gathered from Wikipedia users' client devices.

First, we characterize the general engagement with all external links on the page in terms

of clicks volume and speed — de�ned as the time gap between the page load and the �rst

click. We organize the external links according to their location in 3 groups: infobox, article's

body, and references. Then, we focus on the of�cial links available in the infoboxes. Since they

represent the clear intention to know more about the entity described in the article, we create

a classi�er to identify them and measure their level of engagement. Finally, we conclude by

quantifying the traf�c that Wikipedia relays to these of�cial websites in economic terms.

The key �ndings can be summarised as follows:

1. Infobox links have higher and faster engagement. Infoboxes typically contain a summary

of key facts about the entity described in the article, and they always appear at the top of

the page. Readers engage more this the links available in this area (30 times more than

with references) and faster, with a median time of around 18 seconds (compare to 51

seconds of the references).

2. Of�cial links are a special case. Of�cial links listed in infoboxes have by far the highest

click-through rate, with a click-through rate of 2.47%, compared to 0.03% of the refer-

ences. In particular, of�cial links associated with articles about businesses, educational

institutions, and websites have the highest CTR. In contrast, of�cial links associated

with articles about geographical content, television, and music have the lowest CTR.

3. Wikipedia acts as a stepping stone for Web navigation. We investigate patterns of en-

gagement with external links, �nding that Wikipedia frequently serves as a stepping

stone between search engines and third-party websites, effectively ful�lling information

needs that search engines do not meet.

4. The traf�c relaid by Wikipedia would be worth several million. Use used Google Ads to

quantify the hypothetical economic value of the clicks received by external websites

from English Wikipedia. The website owners would need to pay between $7 and 13

million per month to obtain the same volume of traf�c via sponsored search.
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1.2.4 Crosslingual Topic Modeling with WikiPDA (Chapter 6)

Adapted from

Crosslingual Topic Modeling with WikiPDA
Tiziano Piccardi, Robert West.
Proc. of The World Wide Web Conference (WWW) 2021

Extracting a list of topics from a set of documents is a common task that enables researchers

to answer a broad set of questions. In the case of Wikipedia articles, examples span from

measuring the semantic distance between documents, investigating how Wikipedia covers

different subjects, and monitoring evolving trends. A common approach is to rely on Latent

Dirichlet allocation (LDA) that generates a probability distribution over a set of topics learned

by the textual corpus. A substantial limitation of using this approach off-the-shelf on Wikipedia

is its inability to learn shared topics for all the 300 languages available. LDA relies on a bag-of-

words model, and the basic assumption is that the training corpus is in the same language.

To bridge this gap, we present Wikipedia-based Polyglot Dirichlet Allocation (WikiPDA), a

cross-lingual topic model that learns to represent Wikipedia articles written in any language as

distributions over a common set of language-independent topics. It leverages the fact that Wi-

kipedia articles link to each other and are mapped to concepts in the Wikidata knowledge base,

such that, when represented as bags of links, articles are inherently language-independent.

WikiPDA works in two steps, by �rst densifying bags of links using matrix completion and then

training a standard monolingual topic model. A human evaluation shows that WikiPDA pro-

duces more coherent topics than monolingual text-based LDA, thus offering cross-linguality

at no cost. We demonstrate WikiPDA's usefulness in two applications: a study of topic biases

in 28 Wikipedia editions and cross-lingual supervised classi�cation. Finally, we highlight

WikiPDA's capacity for zero-shot language transfer, where a model is reused for new languages

without any �ne-tuning.

The key �ndings and our contributions can be summarised as follows:

1. Each Wikipedia language edition has measurable topic biases. We measure the distance

of Wikipedia editions, �nding that the topic similarity can be attributed both to geo-

graphical and cultural proximity (e.g., Spain-Portugal) and to technological choices such

using the same bots (e.g., Lsjbot).

2. WikiPDA can be used for supervised training and zero-shot language transfer. The re-

sulting topics vectors can be used to train supervised models. This property allows

extending monolingual models like ORES [67], the of�cial Wikimedia topics' classi�er,

to all languages. Additionally, WikiPDA can do zero-shot language transfer. The repre-

sentation based on bag-of-link allows applying the same model to new languages not

used in the training set.

3. WikiPDA is open-source. We release the full method description with the pre-trained

models and a library that can generate topics distribution and prediction of ORES labels.
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1.2.5 English Wikipedia's Full Revision History in HTML Format (Chapter 7)

Adapted from

WikiHist.html: English Wikipedia's Full Revision History in HTML Format
Blagoj Mitrevski*, Tiziano Piccardi*, Robert West. * Equal contribution
Proc. of Conference on Web and Social Media (ICWSM) 2020

Wikipedia is written in the wikitext markup language. When serving content, the MediaWiki

software that powers Wikipedia converts wikitext to HTML, thereby inserting additional

content by expanding macros (templates and modules). Hence, researchers who intend to

analyze Wikipedia as seen by its readers should work with HTML rather than wikitext. Since

Wikipedia's revision history is publicly available exclusively in wikitext format, researchers

have had to produce HTML themselves, typically by using Wikipedia's REST API for ad-hoc

wikitext-to-HTML parsing. This approach, however, (1) does not scale to very large amounts

of data and (2) does not correctly expand macros in historical article revisions. We solve these

problems by developing a parallelized architecture for parsing massive amounts of wikitext

using local instances of MediaWiki, enhanced with the capacity of correct historical macro

expansion.

The key contributions can be summarised as follows:

1. WikiHist.html is a public dataset. By deploying our system, we produce and release

WikiHist.html, English Wikipedia's full revision history in HTML format. We publish the

full dataset and the code to reproduce our results.

2. WikiHist.html allows having a full picture of the evolution of Wikipedia. We highlight

the advantages of WikiHist.html over raw wikitext in an empirical analysis of Wikipedia's

hyperlinks, showing that over half of the wiki links present in HTML are missing from

raw wikitext and that the missing links are important for user navigation.
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2 Background and related work

General information seeking and human navigation on the Web have been investigated largely,

producing a rich body of literature. Our work is strongly related to previous work aiming to

understand how people interact with online content. Speci�cally, our work falls in the context

of modeling information-seeking behavior and navigation patterns on the Web (Sec. 2.1) with

particular attention to Wikipedia (Sec. 2.2). This section is organised around three navigation

stages: how readers reach Wikipedia (Sec. 2.2.1), navigate the content (Sec. 2.2.2), and leave

the platform (Sec. 2.2.3).

Additionally, to conduct our studies, we developed tools and datasets that we released to

contribute to the current landscape of resources for researches (Sec. 2.3). This chapter reviews

the previous work and the connection with our contributions.

2.1 Information seeking and Web content

Given the Internet diffusion, a signi�cant portion of the information we consume comes from

the Web. This section provides an overview of the models developed to describe our general

information-seeking behavior and how we interact with content on the Web.

2.1.1 Information-seeking behaviors

In the past, information-seeking behavior received attention from sociologists and cognitive

psychologists. In the 80s, Wilson [208] popularised the concept of information needs and

de�ned a model to describe our behavior when we look for information. He realized that

information needs are challenging to observe and their de�nition unclear and hard to formal-

ize, but at the same time, the strategies we use to �nd a piece of information are observable

and easier to model. The model proposed is designed for of�ine information seeking, but it

incorporates generic roles such as information systems and information resources that can be

applied to the online world. Wilson kept evolving the model with additional revisions [206,

207] to conciliate it with the progress in information science.
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A different but complementary approach coming from cognitive psychology argues that

despite being in the digital age with tremendous progress in multiple aspects of our daily

lives, many human behaviors are rooted in the needs of our animal ancestors. Machlup [115]

described humans as informavores , comparing our need to �nd and consume information in a

similar way as we need food. This idea inspired Pirolli et al. to develop the information foraging

theory [145], that applying the behavioral ecology model of optimal foraging to information,

describes humans behaving as predators in the information space.

Animals, in their search for food, tend to prefer strategies that maximize the food intake

with the lower investment of time and energy. Similarly, when seeking information, we rely

on our intuition —or "built-in" foraging strategies— to pick the best path. This idea was

formalized by Chi et al. [28] with the concept of information scent that explains how we �nd

this information. Like predators following scents to �nd the food they need, we look for cues

to �nd the paths that maximize the chances of leading us to the desired piece of information.

When our foraging mechanism picks up the information scent, we follow it, whereas when it

loses its strengths and our expectation of success decreases, we lose interest in that path and

look for a different source.

More recently, researchers moved their attention to the Web and the application of information

foraging theory to information networks and the social Web. They investigated how this

concept can be used to increase community engagement on Twitter [178] and Facebook [159],

and guide the Wikipedia editors community [117].

Complementary to this line of research, Kitajima et al. [91] propose a cognitive model to

represent the information-seeking behavior in the Web. They propose a theoretical framework

focused on the comprehension of the text and images as the driver of the navigation. They

de�ne the scent followed by the users as the relatedness of the link or image with the desired

goal. They describe that the chances the user will follow a path are associated with the

similarity —in semantic space— of the link with the destination, the user's familiarity with the

path, and the literal matching with the text.

2.1.2 Navigation patterns on Web

We spend a large fraction of our digital life browsing the World Wide Web. Since its mass adop-

tion in the mid-90s, researchers have invested time and resources to model its topology and

how we browse it. Understanding these properties has deep implications for the development

and evolution of the Web, the design of search engines, and the economy driven by online

businesses.

Structure of the Web. In early works, Kumar et al. [98, 99] formally de�ned the concept of Web

Graph as a directed graph composed by hyperlinks and systematically analyzed the properties

of the early network. They observed how the in- and out-degree of Web pages follow low power

distributions, and that the Web has a topology that resembles a bow tie. Many documents
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belong to a giant strongly connected component, and two sets of comparable size point either

toward the center of the graph or its periphery. Recent work [54] shows that this model is still

relevant today with the addition that the large bow-tie structure can be decomposed into local

mini bow-ties topologies. In complementary works, Albert et al. [4] focused on measuring the

diameter of the Web, discovering that two random documents could be reached on average by

clicking 19 links, and Huberman et al. [81] described a universal power-law distribution that

model the number of pages per website.

Modeling users' navigation. Characterizing the user navigation on this massive graph is a

challenging task because of the limited availability of data, the technical dif�culties, and the

important privacy implications. Previous work focused on modeling navigation patterns based

on passively collected server logs of large websites or by using modi�ed browser versions,

including extensions like toolbars.

An investigation from the early days of the Web shows that users navigate a small area within

the visited websites with frequent backtracking patterns using the browser's back button

[25]. A recurrent �nding is that people tend to revisit the same content multiple times [6,

181] making recency is a strong predictor of the next pages visited. This behavior has been

observed in many online activities, such as search engine logs [183, 190], browsing websites

[1, 180], and consumption of multimedia content [18]. Studies show that up to 40% of the

searches received by Yahoo are repeated queries and that navigation histories contain between

50% and 80% of pages visited multiple times [31, 75, 180]. It has been observed that the rate of

revisiting web pages is associated with the frequency their content is updated [2]. People tend

to abandon this repeat consumption behavior when the time gap between the revisit events

increases, interpretable as a loss of interest of the user that is getting bored of the content [18].

Additionally, researchers show that visual properties impact the navigation of the users on the

Web. The position of a link can impact the level of engagement on search engines results [35],

and e-commercial content [91].

Fu et al. [53] used information foraging theory to build a cognitive model of the users navigating

on a website. They implemented a program that accurately simulated the behavior of a human

on two sample websites. The model decides to click a link by estimating its relevance for the

content navigation. They validated their �ndings with 74 real navigation traces, observing a

high level of accuracy.

In recent work, Crichton et al. [36] described the navigation traces of more than 250 Web users,

observing that the navigation patterns evolve over time and that it is highly centralized with

50% of the Web consumption happening on 1% of the websites.

Previous work also investigated user navigation in the context of search engine usage. In a

longitudinal log-based investigation of the navigation following a web search, White et al.

[205] found that people's behavior shows a high level of variability. Using navigation traces

of thousands of users for �ve months, they found that navigation behavior can be grouped
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into two classes of extreme users, namely navigators and explorers. Regardless of what they

searched, navigators tend to revisit the same domains and progress sequentially in a predictive

way. On the other hand, explorers tend to submit multiple queries during navigation and

jump between multiple domains.

Other approaches to model the behavior of users on the Web come from applications of graph

theory, and they focus on the mechanics of how the information is accessed. A prevalent

example is the random sur�ng model that describes how users move across the information

space of the Web, not following only the available links but by frequently jumping from location

to location by entering the URL of the destination directly. The model assumes that the user

tends to stay in the neighborhood of the page where they land on the websites and quickly

lose interest and leave. Geigl et al. [56] found that with the rise of search engines that send the

user directly to the desired content, navigation is often limited to the landing page and can be

approximated with a random surfer model.

Overall, these �ndings show that human mobility on the Web has predictable patterns [97],

and many models have been developed to predict the user intention or next actions. Although

researchers found that Web users are not strictly Markovian (the page visited next does not

depend exclusively on the current state) [29], many prediction models approximate the navi-

gation of users on a network with Markov chains [39, 114, 146] and hybrid models [13, 83, 90,

131].

2.1.3 Content engagement

Expanding our knowledge on the patterns associated with online content consumption also

has important implications for understanding and modeling engagement. Being able to

quantify user engagement is crucial for websites, especially for those with an advertising-

based business model [10]. Researchers from various �elds have investigated ways to de�ne

what engagement means in the online world [136] and to measure users' attention, interest,

and interaction with websites [10].

The concept of engagement is application-speci�c and customized for the intended purpose

of the platform. Common metrics used to assess the level of interaction or interest for online

content include click-through rate (CTR), representing the ratio of clicks to impressions of a

link, and dwelling time [111], commonly de�ned as the time spent consuming the content

before user actions. Other works have tried to predict engagement with content in social

media based on social interest metrics, such as the number of post comments or likes [14, 30,

80]. Researchers in information retrieval have also investigated methods to estimate users'

satisfaction and engagement with textual and visual Web search engines [84, 174, 217]. In

computational advertising, existing works have tried to improve ad serving based on target

engagement metrics [16, 212], or to predict ad click-through rates directly [110].
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2.2 Navigation on Wikipedia

Wikipedia exists in more than 300 languages, but most investigations are based on the English

edition of the platform. With its knowledge base of more than 6M articles, the English version

is the most visited language edition with the broadest coverage. In January 2019, Wikipedia

in English had around 171M links added manually by the editors in the wikitext, raising to

475M [125] when considering all the links readers could use to navigate using the HTML

representation. A giant component dominates the global network topology, i.e., the largest

strongly connected component includes more than 55% of the nodes. In line with the �nding

of "recursive" bow-tie structure [54], the topology of the Wikipedia links network resembles

itself the organization of the Web [73, 101]. Wikipedia is semantically rich in content with a

dense network of links, making it the ideal candidate to study how we navigate a knowledge

space and interact with information.

2.2.1 Getting into Wikipedia

Wikipedia's traf�c is in�uenced by its connections to the larger Web ecosystem and its interde-

pendence with external platforms. Like every web resource, besides typing the URL explicitly,

people can reach its articles by various origins, such as clicking links available on external

websites, social media, or retrieved through a search engine.

In particular, search engines relay most of the incoming traf�c received by Wikipedia, rep-

resenting the preferred way to access its content. The relationship between Wikipedia and

search engines was investigated by McMahon et al. [120]. They focused on Google and de-

scribed the mutual dependency existing between the two platforms: Wikipedia contributes to

Google's success by answering a large portion of the queries posed by its users, and Wikipedia

depends largely on Google for its readership. At the same time, they found a critical tradeoff

in this relationship. On the one hand, Wikipedia's content improves Google search results,

for example, via content snippets like knowledge panels; on the other hand, this might keep

users that already satis�ed their information need from visiting Wikipedia itself. In follow-up

work, Vincent et al. [191] investigated further this connection observing that Wikipedia articles

are very frequent on the �rst page of Google results, accounting for 67%-84% of the queries;

depending on the type of searched content. These �ndings are consistent with a similar

observation described in work conducted more than ten years earlier by Laurent et al. [104] on

Google, Yahoo, and MSN that showed that Wikipedia appeared on the �rst page of results for

71%-85% of medical queries. This interdependency between search engines and Wikipedia

also results in a high correlation between the volume of searches for one term and pageloads

of the relative article. Yoshida et al. described this phenomenon, observing a correlation of

0.72% between the data obtained through Google Trend and the Wikipedia pageloads .

Besides search engines, links to Wikipedia are frequently posted on social media and Q&A web-

sites. A study by Gómez et al. [61] found that Wikipedia is the second most common domain

in the links posted on StackOver�ow, the popular Q&A website for programmers. This relation
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with StackOver�ow was further explored by Vincent et al. [192] to estimate the value received

by the 2 counterparts. They found evidence that the StackOver�ow community bene�ts from

the open knowledge available on Wikipedia by observing that the posts containing links to

one of its articles have around double the level of engagement. Additionally, they found a

similar dynamic for the links posted on Reddit. The posts containing a link to Wikipedia on

Reddit have up to 5 times more upvotes and generate twice as much discussion compared

to the website average. The bene�t offered in the other direction, from these platforms to

Wikipedia, is less obvious. The presence of links in external platforms has an in�uence [129]

on the attention received by Wikipedia in terms of raw pageloads. However, this interest does

not last, and it is not translated into actions since Wikipedia does not record an increase of

edits [192] for the linked articles. This aspect was also investigated by Morgan et al. [128] in a

study aiming to quantify if articles that experience a spike of attention caused by social media

are at high risk of vandalization. They investigated the impact of the traf�c received from

Facebook, Twitter, Reddit, and YouTube, �nding that the views received are not converted into

edits that would justify the need for more patrollers.

2.2.2 Within Wikipedia

Motivations and content popularity. Given the central role of Wikipedia for our access to

knowledge, in recent years, researchers investigated the motivations and patterns associated

with the consumption of its content. In a foundational work, Singer et al. [171] investigated

why people read Wikipedia. Basing their analysis on data collected through surveys, they

found that readers are motivated by a variety of different factors such as current events, media

coverage of a topic, personal curiosity, work or school assignments, or boredom. By examining

the participants' activities in the server logs, they observed different behavioral patterns based

on their motivation. People exploring Wikipedia out of boredom tend to have long sessions

with fast transitions between articles, whereas readers interested in learning a subject spend

more time on a few relevant pages. In follow-up work, Lemmerich et al. [108] extended this

analysis across 14 languages �nding that Wikipedia has an important role as a source for

knowledge for countries with low Human Development Index, where the readers exhibit an

in-depth reading behavior. This �nding was con�rmed by TeBlunthuis et al. [182] that using

client-side instrumentation investigated the time readers spend reading an article. They found

that readers from the Global South spend more time reading the content of the articles than

users from other geographical locations.

Similar work in modeling how people behave when reading Wikipedia conducted by Lehmann

et al. [107] concluded that Wikipedia users have reading patterns grouped into four categories:

exploration, focus, trending, and passing. Additionally, they found a misalignment of attention

between readers and editors, observing that the most popular articles are not always the most

edited. They discovered that articles related to entertainment are the most popular content

on Wikipedia, con�rming a previous work conducted by Spoerri [175] more than ten years

earlier that showed that at least half of the most visited articles are about entertainment and
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sexuality. In a similar work focused on the Australian population, Waller [197] reached similar

conclusions measuring the highest popularity for content associated with popular culture

such as music and TV shows. Additionally, they described that different population segments

have diverse information needs, and the ratio of the topics read varies based on their lifestyle.

Wikipedia readers also exhibit preferences in the type of images on the page. Rama et al. [151]

observed that one in 29 page-loads results in a click on at least one image, and readers click

more on images associated with articles about visual arts, transports, and biographies of less

well-known people. Images play an important role also in content navigation: links with an

image in the preview tooltip have a lower click-through rate, suggesting that the readers satisfy

their information need from the image without loading the entire article.

Other works on modeling the content popularity observed that articles experience sequences

of bursts of attentions caused by external factors [152] such as an Academy Award nomination

and that number of page views is sensitive to internal design changes like the introduction of

the preview feature [27]. Similarly, during the COVID-19 pandemic, exogenous factors like

introducing mobility restrictions impacted the type of content people sought on Wikipedia.

Ribeiro et al. [157] observed an increase of topics associated with entertainment. However, not

all interventions impact content popularity. The awareness campaign to promote Wikipedia

in Hindi [27] showed, for example, no signi�cant change in the traf�c recorded.

Natural navigation. The analysis, modeling, and prediction of human navigation inside Wiki-

pedia has been considered in previous studies [43, 60, 74, 102, 170, 189]. Multiple approaches

have been used to study human navigation on the platform. In early works Reinoso et al.

[155] use server logs to characterize the traf�c recorded over six months. They described the

daily and weekly patterns and illustrated how this data could be exploited to provide valuable

insights to understand Wikipedia readers' behavior and design an ef�cient and scalable infras-

tructure [156]. One of the downsides of working with raw server logs is the need for privileged

access to sensitive information such as IPs and geo-locations that, for privacy reasons, should

be granted with care. To promote research in this direction and overcome this limitation,

the Wikimedia Foundation releases with monthly frequency the public clickstream [210] for

multiple languages editions. This dataset contains transition counts for pairs of articles, giving

researchers valuable insights into how readers move from article to article. The clickstream is

an aggregated and �ltered version of the server logs to preserve the readers' privacy, but in our

recent work not included in this dissertation, we proved that it approximates the real naviga-

tion with a good level of accuracy [8]. We showed on common tasks such as link prediction

and topic similarity that although the differences are measurable and statistically signi�cant,

the conclusions obtained using the clickstream are the same as for the private data, and the

differences for the metrics used are within 10%.

Researchers used the public clickstream to study how different topics relay more traf�c than

others [43]. Dimitrov et al. [44] found that most pages attract traf�c from external sources and

not from internal navigation. This �nding suggests that a common reader's behavior consists
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of an individual lookup of articles and that engaging in long navigation is not common. When

the navigation goes beyond the �rst article, the topic plays a role, and articles about historical

military events relay more traf�c than content related to architecture. Similarly, Gildersleve

et al. [59] found that different types of articles such as lists and disambiguation pages relay

traf�c in different ways by acting as distributors of traf�c. Lamprecht et al. [102] investigate the

impact of the article layout on the navigation, observing that readers tend to click more links

located at the top of the page. This positional bias in the user preferences is also described by

Dimitrov et al. [46]. Additionally, they found that readers prefer links that lead to the periphery

of the network and about semantically similar content.

The clickstream was also used to generate synthetic data through biased random walks. Rodi

et al. [158] generated synthetic navigation sequences by selecting the next article according to

the clickstream probability and simulating an organic interruption of the navigation based on

the traf�c relayed by the article. They described how readers' navigation paths tend to start

general and become incrementally more semantically focused at every step.

Other approaches to understanding readers' navigation rely on data shared by volunteers

recruited for the study. Lydon-Staley et al. [112] used a philosophical taxonomy created to

model curiosity to identify different types of behavior on Wikipedia. By asking participants to

navigate Wikipedia for 15 minutes every day, they found evidence that the readers' behavior

can be classi�ed into two categories historically called hunters and busybodies based on the

properties of the network explored.

Targeted navigation. A different approach to characterize human navigation relies on digital

traces obtained via games with a purpose [193] (GWAP). These games are a popular human-

computation technique to collect human-generated data in a gami�ed environment. They

offer a convenient way to collect data providing users entertainment. GWAP have a large set

of use cases that go from crowd-sourced protein folding [34] to the investigation on search

queries formulation [3]. In the context of Wikipedia navigation, two successful games are

Wikispeedia [202] and TheWikiGame [185]. In these games, the players start from a random

article and are tasked to reach a target page in as few clicks as possible by following internal

links only. The trajectories are then collected as sequences and reveal how people move across

Wikipedia content with the advance to overcome the limitation of the public clickstream that

models only one step of the readers' navigation.

In contrast to natural navigation, these trajectories, denoted as targeted navigation posits

an unambiguous de�nition of success (i.e., reaching the target article). They let researchers

determine if the navigation is terminated and study the strategies used by the player to traverse

the information network. West et al. [200] and Helic [73] found that participants tend to make

progress toward the destination in the �rst part of the exploration by jumping toward high

degree nodes. These articles act as hubs of the network and maximize the probability of �nding

a page closer to the target. Once a hub is reached, people advance to the destination using

content features and traverse the semantic space with smaller step sizes. These features can
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predict the destination of the search, with important implications for the design of tools that

can assist people in reaching the desired content. These navigation strategies make humans

very ef�cient in �nding the shortest paths between two concepts on a knowledge network.

Interestingly, this high performance does not necessarily require background knowledge on

the topic. It has been observed [199] that simple automatic agents relying on basic features of

the articles have performance comparable to humans.

Another advantage of a clear termination state is that it enables researchers to model how

people drift away from the best path and understand when users will abandon the exploration.

In follow-up work, Scaria et al. [162] found that in both successful and unsuccessful paths,

humans tend to move to high degree nodes. A progressive increase of the semantic distance

from the target indicates that the user lost the right track, and out of frustration, the navigation

will be interrupted soon after. This �nding was further investigated by Koopmann et al. [93]

that proved that using features from the articles and the underline hyperlinks graph to train

an RNN, the success of a navigation game is is predictable from its early trajectory.

The paths obtained through targeted navigation gave researchers valuable insights into how

humans navigate information networks, but it does not necessarily represent how readers

navigate Wikipedia in a natural setup. As we will see in Chapter 3, natural navigation de�ned as

sequences of internal clicks tends to be short, with the majority composed by a single pageload.

Especially in the light of behavioral models like random surfers and the effectiveness of search

engines, a frequent behavior consists in leaving Wikipedia and entering again through another

external search.

Applications of navigation traces. In terms of applications, navigation traces have proven

useful as a tool to improve the website navigability by identifying missing links [101, 138, 201]

and other usability issues that normally require the work of domain experts [58]. Similarly,

navigation logs can be used to compute semantic relatedness of pages by studying what

content is typically accessed together [38, 172].

2.2.3 Leaving Wikipedia

Besides an extended network of internal links, Wikipedia contains many links to external

resources. External links enrich articles with additional content that should not or cannot

be included in Wikipedia itself. There are various reasons to add external links, with linked

content ranging from of�cial websites to news articles used as references and copyrighted

material. When readers decide to continue their navigation to external websites by following

links available on Wikipedia, they can pick them mainly from three different page areas:

infoboxes, the articles' body, and references.

The patterns associated with how readers use these links have not been widely investigated

because obtaining this data is challenging. Intercepting clicks to external content requires

access to the server logs of websites frequently linked in the articles, like in the case of DOI
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URLs [116], deploying client-side instrumentation on Wikipedia or access browsers history

logs. This dissertation �lls this gap with a comprehensive overview of the dynamics of leaving

the platform through external links. Our �ndings are described in Chapters 4 and 5.

2.3 Tools and datasets for Wikipedia-related research

Beyond its role as a free source of knowledge for millions of readers, Wikipedia is a crucial

dataset for scienti�c development. Wikipedia and all the associated Wikimedia projects are at

the core of the research in many different disciplines for the modeling of human behavior and

the development of language models, knowledge graphs, and AI models [11, 32, 40, 55, 63, 139,

163, 166]. This crucial role for the research community is con�rmed by the large volume of

papers published in recent years. As of December 2021, a search on Google Scholar for the

keyword wikipedia returns more than 2M entries, with 21K of them having the name explicit

in the title I .

To facilitate working with the data from Wikipedia, the Wikimedia Foundation and the close

research community regularly release datasets and tools.

Content of the articles. Besides the public dataset describing behavioral patterns of the

readers, such as pageviews count and the clickstream introduced in the previous section, the

Wikimedia Foundation releases regularly updated datasets with the content of all Wikipedia

articles.

Contributors write the articles in a markup language called Wikitext, that the PHP engine

of MediaWiki —the software behind Wikipedia— converts for the browsers into HTML. To

simplify the analysis of the documents, the analytics team releases a downloadable snapshot

in XML format every month containing the Wikitext of the articles in all languages II . The

archive includes the last revisions of each article at the moment of the data release, which is

typically the beginning of each month.

For more resource-intensive longitudinal studies, the Wikimedia Analytics team also releases

the dataset with all the revisions since the launch of Wikipedia in 2001. This historical data

allows researchers to study how the content on Wikipedia evolved in time. Consonni et al. [33]

used this data to generate WikiLinkGraphs, a dataset containing the evolution of internal-links

network in 9 languages from 2001 to 2018, with a monthly granularity.

Other datasets focus on the citations available on the page. Singh et al. [173] released a

complete dataset of all the scienti�c references, whereas Zagovora et al. [215] focused on their

historical evolution and their contribution to Altmetric score III .

Ihttps://scholar.google.com/scholar?q=intitle:wikipedia
II https://dumps.wikimedia.org/

III https://www.altmetric.com/
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One of the limitation of these datasets is that they are sourced from the original wikitext of

the articles, which may be misaligned with the HTML version received by browsers. The

engine of MediaWiki that converts the wikitext to HTML allows editors to create modular

snippets of code in the form of templates. The code of these templates can be written in

wikitext and encoded in a special Wikipedia namespace or obtained by running external

modules written in LUA. This dynamic mechanism for page generation makes the editors'

work reusable, allowing them to add complex content in the HMTL without writing it explicitly

in the wikitext. Examples of content in the articles generated by templates are infoboxes,

references, and the links in the navigation boxes. The problem with this approach is that it

is impossible to extract the exact content received by the browser —that the readers see—

without expanding them or executing the scripts. As described in Chapter 7, we bridged this

gap by releasing a dataset containing the full history of Wikipedia in HTML.

Topics and semantic of Wikipedia articles. Documents on Wikipedia cover a large variety

of topics. Having a classi�cation taxonomy over the articles allows many tasks, such as

improving the platform's organization, understanding what encyclopedic content is available,

and helping readers and editors �nd content. In the past, researchers approached this project

in many different ways.

A signi�cant body of work focused on generating taxonomies automatically from the category

network of Wikipedia. These categories, curated and assigned to articles by editors, are

organized in a hierarchical structure that represents a form of semantic specialization. In an

early attempt to use the Wikipedia categories to support the creation of ontologies, Ponzetto

et al. [148, 149] developed a method to extract a large scale taxonomy by exploiting the implicit

is-a relation of the categories hierarchy. In a similar spirit, Gupta et al. [65] improved the

taxonomy generation process by exploiting a set of heuristics on syntactic features of the

categories names. Thanks to follow-up improvements[50, 64], these methods can work with

more than one language edition. Wikipedia categories have also been used as one of the

source datasets to create knowledge bases such as YAGO [176] and DBPedia [11]. By mixing

automatic inference and human labeling, these databases describe complex relations between

concepts ranging from subclass-of to born-in-year . A major dif�culty of relying on the category

network is that it is user-contributed, and it needs careful cleaning before being used [140].

The network constantly evolves, and it has logical issues such as cycles, relations that can not

be interpreted as is-a, and lacking shared norms in assigning the articles.

Vrande�cić et al. [194] developed a different approach to represent Wikipedia as a structured

knowledge base called Wikidata that involves the community in a collaborative effort. Wikidata

is today the knowledge backbone of Wikipedia, and it summarises, in a machine-readable

form, the concepts available on Wikipedia. Concepts are described in a language-independent

format, and contributors can add properties to enrich the database. Wikidata is described in

more detail in Chapter 6.
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An alternative approach comes from ORES (Objective Revision Evaluation Service) [67], the

of�cial Wikimedia scoring platform. Originally developed to monitor vandalism and the

contributions' quality, it evolved into a complete prediction model to infer the topics of any

article's revision. The model is trained to return the probability of an article belonging to

the 64 classes organized in taxonomy with 4 top categories: Culture, Geography, History and

Society, and STEM. Halfaker et al., manually curated the classes by clustering and mapping

the WikiProjects to a set of cohesive topics. WikiProjects are portals organized by editors to

group articles that belong to the same topic. They come at different levels of granularity, from

generic topics like WikiProject Science to very speci�c like WikiProject Poker . By mapping the

articles assigned to these projects to the relative 64 classes, they trained a model that returns

the distribution of probabilities that the article belongs to each of them. Currently, ORES

supports only articles from the English edition of Wikipedia, but recent work from Johnson

et al. [85] aims to expand the model to all the available languages.

Since ORES is based on supervised training, it can accurately assign labels to the input article,

but it cannot discover new topics beyond the 64 classes. This topic discovery can be achieved

with unsupervised methods such as LDA (Latent Dirichlet allocation) [21] that represents

each document as a mixture of topics learned from the corpus. LDA is a powerful generative

model, but it has a major shortcoming: its basic implementation does not support topics

discovery in a multi-language corpus. Regardless of the semantic of the content, documents

in different languages would be considered of different topics. Chapter 6 introduces WikiPDA

that overcomes this limitation and allows to obtain a topics' distribution for Wikipedia articles

in every language.
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3 How Readers Browse Wikipedia

3.1 Introduction

Wikipedia is a unique platform to understand the dynamics of knowledge-seeking online.

Given the time we spend online looking for information, comprehending the consumption

mechanisms is increasingly critical to learning more about our information needs and de-

signing a better Web experience. In this chapter, we focus on the mechanics of “how” readers

consume content on the platform by characterizing how people reach Wikipedia and how

they move across its content.

Previous work dedicated to shedding light on human knowledge-seeking behavior has faced

important limitations: surveys [214], and thinking-out-loud studies [130] are prone to cogni-

tive biases, like humans generally perform poorly at introspection [134]. Lab-based experi-

ments [112] typically involve small samples consisting of biased populations (e.g., university

students) and are thus frequently not representative and might lack statistical power. Studies

based on surrogate tasks (e.g., navigation games [202]), although measuring navigation-related

skills, do not capture real-world, self-motivated knowledge seeking and may thus lack external

validity [137]. Finally, studies based on aggregated and �ltered public versions of real-world

knowledge-seeking traces (as page-to-page transition counts instead of full traces [46, 59]),

although capturing local, page-level choices accurately, may lack relevant reader-speci�c

preferences (e.g., a full navigation trace).

Our study relies on passively collected digital traces, and with billions of monthly views, the

representativeness of the human activities recorded in the logs far surpasses any lab-based

studies.

In contrast to prior work, which has leveraged Wikipedia's server logs to shed light on speci�c

aspects of reader behavior (including reasons for visiting Wikipedia [108, 171], studying

variation in dwell time [182], and measuring geo-localized collective behavior [187]), the

present work is the �rst to employ the logs in a principled, broad analysis to systematically

elucidate the nature and structure of encyclopedic knowledge-seeking pathways.
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By analyzing billions of navigation traces extracted from the logs (Sec. 3.2), we span three

levels of aggregation in our research questions:

RQ1 Unigram level: How do readers reach Wikipedia articles? (Sec. 3.3)

RQ2 Bigram-trigram level: How do readers transition from one article to the next? (Sec. 3.4)

RQ3 Session level: What is the structure of entire reading sessions? (Sec. 3.5)

We �nd that Wikipedia navigation traces expose a wide variety of structures; although shallow

sessions consisting of single pageloads dominate, we observe a long tail of long, complex

traces, whose depth and shape vary systematically with topic, device type, and time of day.

We highlight that Wikipedia navigation does not happen in isolation, but is embedded in

sessions where users transition �uidly to and from the external Web. This aspect, as well as

other differences that emerge, distinguishes real-world, in-the-wild Wikipedia usage from the

targeted navigation behavior captured by lab-based studies. Finally, we �nd strong evidence

that users stop navigating when reaching low-quality articles.

These results have important implications for Wikipedia and beyond. Understanding how

readers explore content on Wikipedia is critical for framing its role in ful�lling information

needs and for making design decisions regarding its structure, format, accessibility, and

supportive tools such as recommender systems. Going beyond Wikipedia, these �ndings

deepen our understanding of how humans navigate information when seeking knowledge.

3.2 Data

The data sources exploited in this study include user traces mined from Wikipedia's server logs

and features extracted from articles.

Pageloads. To study how readers navigate Wikipedia, we analyze the server logs of the English

edition collected for four weeks between 1 and 28 March 2021. This data contains an entry for

each time a Wikipedia page is loaded. It is automatically collected for analytic purposes on

Wikimedia's infrastructure and deleted after 90 days.

We limit our analysis to the pageload requests for articles (MediaWiki namespace 0), �ltering

out requests from bots. To protect readers' privacy, we remove sensitive information in several

steps: discarding pageloads from readers who edited or were logged in during the time of

data collection; discarding all requests from countries with at least one day with fewer than

300 pageloads; generating (pseudo) user identi�ers by hashing IPs and user-agent strings, as

done in previous work [138]; and dropping IP, user-agent, and �ne-grained geoinformation. In

total, these anonymization steps lead to the removal of around 3% of the data. In addition, we

perform the following �ltering steps. First, we drop pageloads of the Main_Page article, as it

does not represent any speci�c entity. These requests may come from users who set Wikipedia
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Origin Desktop Mobile Total
Search engines 45.97% 48.77% 47.71%
Wikipedia

Articles 35.64% 35.75% 35.72%
Main page 1.65% 0.70% 1.06%
Lang. switching 1.62% 0.50% 0.92%
Categories 0.59% 0.25% 0.39%
Search page 0.38% 0.22% 0.29%
Special pages 0.07% 0.01% 0.03%
Portals 0.03% 0.01% 0.02%
Others 0.01% 0.07% 0.03%

Unspeci�ed origin 12.64% 13.03% 12.88%
External websites 1.36% 0.70% 0.95%

Table 3.1: Statistics of referrers of single pageloads.

as the browser's default page. Second, we remove traf�c from massively shared IPs, which

would make it hard to study individual activities, by dropping all user identi�ers with more

than 2,800 pageloads, or on average 100 per day, removing 28k (0.0019%) user identi�ers. The

�nal dataset contains 6.52B pageloads associated with 1.47B user identi�ers.

Article features. To characterize the content viewed by the readers, we collect a set of article

features. To ensure alignment between the server logs and the articles' content, we compute

the features for the article revisions of the public snapshot released at the end of March 2021.

We obtain article features such as the number of outgoing links, the PageRank, article We

obtain article features such as the number of outgoing links, the PageRank, article quality

score, and topic. We assign the quality of the articles using the articlequality model of ORESI

[67], the of�cial Wikipedia scoring platform. This model offers a way to obtain a score [66] that

summarises the structural properties of the article, such as the number of sections, references,

and the presence of infoboxes. Similarly, for the topic, we use two approaches: (1) ORES [67]

articletopic model's probabilities for 64 manually curated topics, used for assigning topical

labels to articles; (2) WikiPDA [144] topic vectors, used for placing articles in a 300-dimensional

topic space.

3.3 Unigram level

We use the term “ n-gram” to designate a sequence of n subsequent pageloads from the

same user. We start our analysis with unigrams ( n = 1) and enumerate how readers can

reach Wikipedia articles. We classify Web traf�c according to HTTP referrers and quantify

the frequency of each type (Table 3.1). In total, 4B (61.5%) pageloads have external or empty

referrers and are thus entry points to Wikipedia.

Ihttps://www.mediawiki.org/wiki/ORES
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Search engines. The most common way to reach the content of Wikipedia is through external

search engines, at 3.1B pageloads (47.7% of all recorded traf�c, or 77.4% of external traf�c).

This volume re�ects the signi�cant value offered by Wikipedia in ful�lling the information

needs of search engine users [7, 191].

Wikipedia. Clicks from other articles account for 35.7% of all traf�c. Interestingly, as observed

in previous work [125], 6.6% of these pageloads happen through links that do not exist in the

link network itself, but likely through other interactions such as Wikipedia's search drop-down

menu. Content can also be reached from other pages on the Wikipedia platform: (1) the main

page, (2) category pages, (3) Wikipedia's internal search, (4) portals, (5) other Wikipedia pages,

including talk pages or pages in other languages (language switching).

Unspeci�ed origin. In 12.9% of all traf�c, we observe an empty referrer �eld. Multiple reasons

can produce a request without an explicit origin, including direct access via the browser

history, redirects from apps, bookmarks, search toolbars, or when the link source has explicitly

turned on the noreferrer property.

External websites. In total, 0.95% of the requests originated from external websites that are

not search engines nor Wikipedia domains (1.55% of the external traf�c). Among those, the

most common sources are Facebook (15.6%), Reddit (9.6%), YouTube (8.0%), and Twitter

(4.3%).

Others. Other external visits (0.015% of the external traf�c) come from Android Web views

and custom embedded visualizations, with the most common being the Telegram and Reddit

sync apps, and Facebook on Android devices.

3.4 Bigram and trigram level

Next, we move from unigrams to bigrams to understand how readers transition between Wiki-

pedia articles. We study events aggregated by user identi�er and sorted by time to investigate

the properties of consecutive pageloads and their inter-event time. Here it is important to

note that the Wikipedia server instructs the browser to disable the cache, such that the server

logs contain essentially all pageloads events, including cases when the readers reloaded an

article, e.g., by using the back button.

Bigrams. The logs contain 3.95B bigrams (i.e., two subsequent pageloads by the same user with

less than one hour in between [68]). The emerging patterns, described next, are summarized

in Table 3.2.

The most frequent bigram pattern (“AB” in Table 3.2) corresponds to transitions between two

different articles. It can happen both through internal and external navigation (cf. Fig. 3.2).

This pattern represents around 89% of all bigrams. The other possible bigram pattern (“AA”
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(a) Distrib. of inter-event times (b) Prob. of internal transition

(c) External transitions with link (d) Distance between pageloads

Figure 3.1: Statistics of bigrams as a function of the inter-event time between two pageloads.
Dashed curves represent the distributions with AA patterns included.

in Table 3.2), corresponds to the consecutive reload of the same article. Representing 11%

of all bigrams, it is rather common (84% share the same referrer). This pattern appears at

least once in 37% of the navigation histories of readers with at least two pageloads in the

month of data collection. This pattern in the log can be generated by different client behaviors

(cf. Fig. 3.2), including repeated consumption as described in previous work [18, 181], user

activities involving external navigation, or arti�cial reloads by the browser when a tab unloaded

from memory is restored.

Trigrams. Finally, we also brie�y consider the 2.98B trigrams present in the logs. The most

common trigram pattern (73%, “ABC” in Table 3.2) represents transitions between three

different articles. A variety of behaviors can generate this pattern, including sequential clicks

or multitab behavior (cf. Fig. 3.2). The second most common trigram pattern (13%, “ABA”

in Table 3.2) can be generated by intentionally revisiting the same page or by clicking the

back button (cf. Fig. 3.2). In 89% of ABA instances, the �rst and last event also share the same

referrer. The remaining trigram patterns (ABB, AAB, AAA) are combinations of the bigrams

described above.
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Device AB AA ABC ABA ABB AAB AAA
Desktop 0.900 0.099 0.749 0.121 0.047 0.049 0.031
Mobile 0.880 0.119 0.719 0.143 0.055 0.053 0.027
Total 0.888 0.111 0.732 0.134 0.052 0.052 0.029

Table 3.2: Frequencies of bigram and trigram patterns.

Figure 3.2: Examples of patterns in the logs and the multitude of client-side behaviors that
can leave these digital traces. Black arrows represent click, red arrow are back button, yellow
are multitab clicks

Dynamics of transitions. In order to understand the dynamics of these transitions, we

investigate the inter-event time between the two pageloads in each bigram. The interval

between two consecutive pageloads peaks at very short times, with a median of 74 seconds

(63 and 93 seconds for mobile and desktop devices, respectively). However, as Fig. 3.1a shows,

the distribution is long-tailed, with 22% of pairs separated by more than one hour.

Investigating the referrer of the second page of the bigrams reveals that readers frequently

do not use internal links to transition between two articles, but external pages by leaving

and re-entering Wikipedia. These external transitions are not rare: in 40.1% (or 35.2% when

excluding AA patterns) of the bigrams with less than one hour between the two events, the

second page was reached through external navigation. This observation is corroborated by

Fig. 3.1b, which shows that for pairs with an inter-event time greater than 3 minutes and

48 seconds, transitions via internal links are even less common than transitions via external

navigation. External transitions tend to be semantically coherent: considering all 1.4B AB-

type bigrams where the second page is reached via search, in 15% of the cases, the �rst page

explicitly contained the link. This proportion increases to 30% when considering pairs with an

inter-event time of less than one hour and 60–70% considering less than 10 seconds (Fig. 3.1c).
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The topical coherence of these transitions is also visible by observing the jump size in topic

space. Fig. 3.1d plots the average topical distance (measured by the cosine of WikiPDA vectors,

cf. Sec. 3.2) as a function of inter-event time, showing that external navigation recorded within

a few minutes from the previous pageload shows topical distance comparable to internal

navigation.

3.5 Session level

Using our insights about navigation at the unigram, bigram, and trigram levels, we can now

characterize entire navigation sessions. We start by introducing two different approaches to

conceptualize navigation sessions (Sec. 3.5.1) and discuss how each captures different aspects

of readers' navigation. We then describe the properties of reader navigation by focusing on

three aspects of the resulting sessions: contextual features de�ning when and how sessions

start (Sec. 3.5.2), structural features of sessions (Sec. 3.5.3), and �nally, the evolution of various

article properties over the course of navigation sessions (Sec. 3.5.4).

3.5.1 Conceptualizing reader sessions

We introduce two notions of a user session, each capturing different aspects of navigation

pathways (details below): (1) navigation trees connect pageloads hierarchically based on

referrer information, whereas (2) reading sequencesorder pageloads linearly based on temporal

information. From the original 6.52B pageloads, we obtain 3.7B navigation trees and 2.51B

reading sequences.

Navigation trees [138] describe how readers traverse Wikipedia by following internal links. We

generate a tree by connecting pageloads via the referrer contained in HTTP headers. Pages

reached through internal transitions are added as children of the most recent load of the

referrer, while pageloads with external or Main_Page referrers generate a new tree. If a page is

loaded multiple times from the same referrer, the parent node retains only the �rst instance as

a child. This method has the advantage of representing coherent sessions created through

clicks on internal links and of capturing multitab behavior. The downside is the dif�culty to

capture content consumption over time for subsequent pages not reached through internal

clicks, even if close in time (a common pattern, cf. Sec. 3.4).

Reading sequences describe how readers consume content in temporal order. They are

de�ned as linear sequences of all pageloads by the same user ordered by time. Sequences

are split if the inter-event time between two consecutive pageloads separated by external

navigation exceeds a threshold value of one hour, following recommendations from previous

studies [68] and common practice [108, 171]. Within such sessions, we keep only the �rst

pageload of each article, in order to only capture the �rst exposure of the respective content.

This method generates topically less coherent sessions, capturing the temporal and linear
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(a) Number of trees (b) Features from regression

Figure 3.3: Statistics about time of day of sessions

(a) Multiple-pageloads (b) Daytime

Figure 3.4: Feature contributions to the logistic model predicting if the reading sequence is
composed by more than one pageload (Fig. 3.4a), and if the reading sequence started during
daytime (Fig. 3.4b).

sequence of pageloads of a reader within a de�ned period of time, both via internal and

external transitions (e.g., multiple external searches). This method has the disadvantage of

being a simpli�cation of how readers explore the link network, and a �xed threshold of one

hour may not be ideal in every context.

3.5.2 Session context: time and device

We study the context of a session by focusing on the time of the �rst pageload and the device

used to access Wikipedia. This section focuses on navigation trees, but reading sequences give

qualitatively similar results (cf. Fig. 3.4b, Fig. 3.5a).

Time. To remove confounding via different timezones, we use the geolocation information to

normalize the time of all pageloads to local time. The distribution of session starting times
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(a) Navigation trees (b) Reading sequences

Figure 3.5: Feature contributions to a logistic model predicting if the session is started from a
mobile or desktop device.

follows a regular circadian rhythm (Fig. 3.3a and Fig. 3.7a). Both access methods (desktop

and mobile) show a similar pattern during the day, with a substantial increase of mobile

sessions in the evening. Wikipedia has fewer sessions during weekends, but with similar

temporal distributions as working days. The desktop distribution shows dents at 12:00 and

18:00, mirroring work rhythms with a lunch break around noon and the end of work in the

evening (and possibly commuting).

In order to understand which features are associated with requests at different times of the

day, we �tted a logistic regression to predict if a pageload was observed during the day or

evening/night. We represent each pageload by its topic probabilities (obtained from ORES,

cf. Sec. 3.2) and the type of device (desktop or mobile). Binarizing the target variable by

representing daytime (9:00–18:00) as the positive class, we obtain an AUC of 0.586. Inspecting

feature importance (Fig. 3.3b) shows that desktop devices and articles associated with STEM

and education are associated with sessions starting during the day, whereas topics about

entertainment are predictors of sessions starting during the evening or night.

Device. Fig. 3.3a indicates that people prefer different devices at different times of day. Next, we

study whether speci�c topics are associated with device types by representing each pageload

with the vector of topic probabilities (obtained from ORES) and a feature indicating if the page

was loaded during the daytime. We again �t a logistic regression to predict the device used,

with an AUC of 0.639. Inspecting feature importance shows that people tend to access STEM

and business content from desktop devices, and biographies, entertainment, and medicine

from mobile (Fig. 3.5).
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(a) Session length histogram (b) Session length CCDF

(c) Average length by time (d) Regression coef�cients

Figure 3.6: Session-length statistics.

3.5.3 Structure of sessions

Session length. We measure session length as the number of pageloads in the navigation tree

or the reading sequence, respectively. Most sessions consist of a single pageload (Fig. 3.6a), but

the length distribution also exposes a long tail (Fig. 3.6b). Therefore, we summarize session

lengths via the geometric mean (arithmetic mean in parentheses). By construction, reading

sequences tend to be longer because, unlike navigation trees, they merge both external and

internal transitions.

In the case of reading sequences, the average session length shows differences with respect to

the access method, with an average length of 1.41 (1.99) for mobile, and 1.54 (2.40) for desktop.

This difference is less pronounced for navigation trees, where mobile sessions contain on

average 1.23 (1.5) articles, vs. 1.24 (1.5) for desktop. The average session length varies during

the day, with readers engaging in longer sessions during the evening and night, for both

navigation trees and reading sequences (Fig. 3.6c and Fig. 3.7b).

To understand what properties are associated with short sessions consisting of a single

pageload, we �tted a logistic regression to predict if the reader will continue after loading

34



How Readers Browse Wikipedia Chapter 3

(a) Number of reading sequences (b) Session length by time

Figure 3.7: Total count (Fig. 3.7a), and average length (Fig. 3.7b) of the reading sequences
started at different time of the day.

Tree size
Top 10 (larger trees) Bottom 10 (smaller trees)

1.377 Films 1.152 Earth and environment
1.373 Entertainment 1.148 Food and drink
1.340 Television 1.145 Biology
1.327 Military and warfare 1.138 Technology
1.324 Music 1.128 Physics
1.295 Comics and Anime 1.122 Software
1.284 History 1.114 Medicine & Health
1.272 Biography 1.112 Computing
1.269 Sports 1.104 Mathematics
1.264 Transportation 1.100 Chemistry

Table 3.3: Top and bottom 10 topics with respect to (geometric) average tree size (geographical
topics excluded).

the �rst page in a navigation tree (results are qualitatively identical for reading sequences;

Fig. 3.4a), representing each �rst pageload with its topic probabilities (obtained from ORES),

device type, and time of day, and obtaining a model with an AUC of 0.606. Inspecting the coef-

�cients of the regression (Fig. 3.6d), we �nd that longer [shorter] sessions are associated with

topical content around entertainment [STEM and medicine]. This observation is corroborated

by the substantial difference in average navigation tree size across topics (Table 3.3).

Shape of navigation trees. In order to better understand how readers navigate the link

network, we analyze the shape of navigation trees (in contrast, the shape of reading sequences

is, by construction, always a linear chain). The three most common patterns (Fig. 3.8, left)

are described as follows, in order of decreasing frequency: (1) a linear chain of pageloads;

(2) fanning out from one page to several different pages, e.g., by opening multiple tabs or

rolling back and selecting a different path; (3) a combination of the two (one-step chain

followed by fanning out). These three patterns remain the most frequent for all tree sizes

(Fig. 3.8, right).
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Figure 3.8: Shape of navigation trees. Frequency of patterns for trees size N · 4 (left panel).
Dominance of top three patterns (see main text) for larger trees (right panel).

Figure 3.9: Relation between the average depth and average degree for navigation trees of
different sizes.

We further characterize the different strategies associated with navigation trees in terms of

tree depth (i.e., average length of paths from the root to the leaves) and breadth (i.e., average

out-degree of non-leaves in the tree) for trees starting with different topics. Noting that the

two metrics are almost perfectly anti-correlated and that the relative ordering of topics is

stable across all tree sizes (Fig. 3.9), we de�ne an aggregate tree-breadth ranking for each topic

based on the average rank across tree sizes (Table 3.4). This shows that entertainment topics

are associated with wider trees with higher branching, and STEM topics are characterized by

deeper trees with a more chain-like structure.

3.5.4 Within-session article-property evolution

To shed light on navigation dynamics, we track the evolution of different article properties

within sessions. Our evolution analysis revolves around three domains: topic space (distance

from the �rst and previous articles), quality, and network centrality (out-degree and Page-

Rank). Here, reading sequences are represented as de�ned above, whereas a navigation tree is

represented by the linear path from the root to the temporally last leaf, from where the reader

ceased to click further via internal links.
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Top 10 (wider trees) Bottom 10 (deeper trees)
Rank (mean) Std Starting Topic Rank (mean) Std Starting Topic
1.00 0.00 Films 27.42 2.72 Linguistics
2.50 0.87 Television 29.42 0.95 Earth and environment
3.58 0.76 Entertainment 29.50 1.19 Space
4.50 1.85 Comics and Anime 30.08 2.78 History
4.67 1.31 Education 31.92 1.11 Computing
6.58 1.98 Video games 32.92 1.55 Software
7.92 2.43 Literature 34.67 1.75 Chemistry
8.50 2.36 Fashion 34.75 1.30 Physics
8.83 1.07 Performing arts 35.50 1.26 Mathematics
10.42 2.29 Internet culture 35.67 1.65 Libraries & Information

Table 3.4: Rank with respect to average degree of navigation trees, by topic (geographical
topics excluded). A separate rank was computed per tree size (3–15), and arithmetic means
over tree sizes are reported, alongside standard deviations.

It is important to note that these two approaches can produce different sequences of pageloads:

e.g., a pageload in position 1 of a navigation tree could be in position 4 of a reading sequence

(as in Fig. 3.11). Also, the last pageload of each sequence can have different interpretations: for

navigation trees, the reader stopped link-based navigation on that page, whereas for reading

sequences, the reader left Wikipedia for at least one hour.

In order to better interpret our observations, we compare them with three null models corre-

sponding to different random walkers. We randomly sample 120M paths from the navigation

trees, and run (from the tree's starting article) (1) an unbiased random walker that selects the

next steps with uniform probability from the available links and generates a sequence of the

same length as the original path; (2) a extrinsic-stop biased random walker that selects the

next step based on the pairwise transition probabilities obtained from the public clickstream

and generates a sequence of the same length as the original path; (3) an intrinsic-stop biased

random walker that selects the next step—or stops—based on the pairwise transition proba-

bilities from the public clickstream [158]. We consider sessions up to length 15, stratifying by

session length.

Topic space. We measure the topical distance between articles via the KL divergence of their

respective WikiPDA topic distribution vectors (Sec. 3.2). For robustness, we tried different

topic models (WikiPDA and ORES) and different distance metrics (KL divergence, Euclidean,

cosine, and Wasserstein), obtaining qualitatively similar results. First, we study how readers

diffuse in topic space starting from the �rst article, which plays a special role, as it represents

the entry point to Wikipedia. On average, readers diffuse in topic space, moving further from

the �rst article with every step (Fig. 3.10a). Reading sequences and navigation trees exhibit the

same trend, with a shift due to the tendency of reading sequences to ignore external navigation.

All the random walkers show similar increasing trajectories (Fig. 3.12a), diffusing faster than

natural navigation when the random walker is unbiased, or biased but extrinsically stopped.
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(a) From the �rst article (b) From the prev. article

(c) Quality (d) Out-degree (e) Pagerank

Figure 3.10: Within-session evolution of 5 article properties. Each curve represents sessions of
different lengths.

Second, we measure the semantic step size in topic space by tracking how the topical distance

to the previous article evolves. Both navigation trees and reading sequences exhibit a U-shape,

suggesting that readers tend to �rst reduce their semantic step size, before diverging and �nally

abandoning (Fig. 3.10b). The discrepancy between navigation trees and reading sequences is

consistent with the previous observation on diffusion from the �rst article. Interestingly, this

U-shape is similar to the trajectories generated by the intrinsic-stop biased random walker

(Fig. 3.12b), as also reported in previous work [158]. In contrast, the other two random walk

models show that by selecting a random link or stopping at prede�ned lengths, the average

distance from the previous article tends to stabilize to an equilibrium value.

Quality. The evolution of article quality shows a sharp drop at the beginning, for both reading

sequences and navigation trees (Fig. 3.10c). This behavior can be interpreted as a form of

regression to the mean, since many sessions start from popular pages with high quality, which

thus contribute more to the distribution. By moving one step in the link network, readers

naturally reach a page that is, on average, of lower quality. The intuition is con�rmed by

the behavior of the unbiased random walker, which shows the same drop with the �rst step

(Fig. 3.12c).
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Figure 3.11: This set of log events yields three navigation trees, represented by arrows and
composed of ACE, DG, and F. The reading sequences method creates two sessions represented
as gray boxes: ABCDE and FG. Square boxes are clicks from external origins

In contrast to reading sequences, navigation trees show a sharp drop in quality with the

last pageload. This indicates that readers have a higher chance to stop Wikipedia-internal

navigation when reaching a low-quality page, and as a result, continue navigating in a different

branch of the tree or via an external transition.

Compared to the random walkers (Fig. 3.12c), readers tend to navigate across pages with less

variance in quality. The random walkers' traces support the hypothesis that there are articles

with a higher chance of terminating the navigation: while the unbiased and extrinsic-stop

biased walkers show no termination pattern, the intrinsic-stop biased walker shows a �nal

drop as in human navigation. The organic stopping of this random walker, mirroring readers'

behavior more closely, increases the chances to abandon the navigation on pages of low

quality that, according to the clickstream data, relay less traf�c.

Network centrality. Finally, we are interested in how reader sessions evolve in the network

with respect to different centrality measures. We start with out-degree (the number of outgoing

links in article bodies). Similar to article quality, the out-degree shows a sharp drop with the

�rst step (Fig. 3.10d) for navigation trees and reading sequences, likely caused by the presence

of many sessions starting from pages with a high out-degree. We also �nd a sharp drop for the

last pageload in the sequence of the navigation trees, suggesting that readers have a higher

chance of stopping Wikipedia-internal navigation upon reaching a page with low out-degree.

In the case of the random walkers, we draw similar conclusions as for article quality. Whereas

unbiased random walks and extrinsic-stop biased random walks show a decrease and stabi-

lization of out-degree, the intrinsic-stop random walker, as humans, terminates on pages of

lower degree (Fig. 3.12d). Compared to random walkers, human navigation is more stable:

after the initial drop, they have a higher chance to stay on pages with around 150 links.

Finally, we characterize how the PageRank of visited articles changes during sessions. We

observe that the PageRank mirrors the evolution of quality and out-degree with regard to the

initial drop (Fig. 3.10e). Readers tend to enter more frequently on popular pages with high

centrality and naturally move to a less central node in one step. Also for this case, a drop is

visible in the last step of the navigation trees, indicating that, when the readers reach an article
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